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What is Intelligence?



Knowledge alone is not intelligence

e hard drives, books, or libraries are NOT intelligent

e A person, who memorises a lot, can be dumb



Creativity is the spark in intelligence

e Simple neural networks, like Multi-Layer Perceptrons (MLPs) already have creativity
e \ector embedding allows to predict previously examples
e Won’t blindly believe the data and can the teacher by a lot (MNIST example)
e Model based Reinforcement Learning (RL) agent
e Learns a world model
e Learns strategies (called polices) to act to achieve goals

e Large Language Models (LLMs) are based on transformers (a type of neural nets)
and RL

e Still a , the world desires , Why?



Are LLMs the only path to AGI?

Why tech giants (MS, Meta, Tesla/xAl etc) invest
aggressively in LLMs (and GPUs) with billions?



LLMs are seen (by many) as the path to
(though may not be the cheapest)



A problem can be solved by money (if you can afford) is
no longer a problem

Too risky to be left behind in the new industry revolution



Just a year ago, skepticism
surrounded LLMSs' ability to
achieve AGI, as critics claimed
they merely predicted the next
token.

Today, the latest LLMs are
nearing human-level AGI (e.g.
GPT-01 with reasoning capability
far surpasses GPT-40), with
aspirations shifting towards
creating
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founded by llya Sutskever, has raised
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Why LLMs work and what’s next?

Compression distills and elevates knowledge, and expands
creativity

Best compression, over data and tasks of sufficient changes, would

inevitably capture and utilise the mechanism of changes (i.e.
causality)

+ may lead to AGI or even SI



Causality is the way of change

Causality is the way of change is disguised as cause-and-effect
Change is inevitable. All forms are non-stable and forever changing

Reichenbach's Common Cause Principle: if A correlates with B, then
. A->B,
« OrA<-B,
e Or A<- C->B, where Cis the common

Do trust a decision derived from correlation alone, even if the data are distortion-free and noise-free

e Spurious correlation & Simpson's paradox (medical examples)

No need to remove all correlation (partial causation can be ok)



Causality as Structural Causal Models (SCMs)
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Causality brings

: Beyond Mere Correlation

o Find (explainability & accountability)
o Reveal the ( amidst spurious correlation & Simpson's paradox)
e Uncover

: Shaping, Not Just Adapting

o [t offers how to change/ specific outcomes (rather than merely
adapting to survive)

Oneness and Evolution

o See diverse data, tasks and domains as

« Naturally evolute to with ease (free of fear, and anxiety)



Predict Adjusted Yield via
Genotype

Crop Yield & Soil Variability
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Al's Impact on Society:
Inspirational Al Successes
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Predict newborn survival and leading causes
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Al's Impact on Society: The Future of Work?

Will Al and robotics replace jobs?

Are humans needed for production in the era of AGI?

If not, do we need to incentivise humans to work for production then?

If not, why link income with production (via jobs)? Break the link

The Future of Life



Take home msg

Knowledge alone is not intelligence

Even a simple MLP exhibits creativity and can outsmart a flawed teacher

LLMs, seen as a surest and quickest way to reach AGI

Compression is more than memorising, and best compression over changes leads to causality
Causal LLMs may lead to AGI or SI

Causality is the way of change and change is inevitable

Changes are not your enemy. They can help you discover unknowns and better adapt

Why adapt to survive, when you can proactively change and flourish?

When production is done by AGI, humans do not need to work for income. You will be free to live a life,
not forced to work for a living



