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- Funded by EPSRC in 2018 to do fieldwork with 

Ministry of Justice to develop ethics framework 

which formed the normative foundation of the 

guidance

- Published June 2019 in collaboration with the 

Office for AI and GDS as part of the government’s 

official guide to using AI in the public sector with 

Ministerial approval

- Now the most accessed and cited public 

sector AI ethics guidance in the world.

- Credited with initiating the move from “principles 

to practice in the field of AI policy and 

governance

UK National Guidance on AI ethics and 
safety in the public sector



Guidance has since been put into use by:

UK National Guidance on AI ethics and safety in the 
public sector



- 2021 UK National AI Strategy made 

expansion of public sector guidance a 

priority

- Supported by the Office for AI and 

EPSRC funding to construct a series of 

8 practice-based workbooks—co-

designed and piloted with civil servants

- This is now complimented by an 

interactive digital platform to facilitate 

accessibility, uptake, and participation 

across government

AI Ethics and Governance in Practice Programme
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Programme Curriculum 
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The CARE and Act Framework

7

• The CARE and Act framework serves 
as a preliminary tool for critical self-
reflection about the values that steer 
AI projects, as well as projects’ real-
world implications.

• Focused on building an 
organisational culture of responsible 
research and innovation

• Considering the CARE and Act 
maxims at each stage of the AI 
lifecycle can help establish and 
sustain habits of responsible 
research and innovation.
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The CARE and Act Framework

8

– C onsider Context

• Think about the conditions and circumstances surrounding your research project.

– A nticipate impacts

• Describe and analyse the impacts, intended or not, that might arise from your project.

– R eflect on purposes, positionality, and power 

• Reflect on the goals of, motivations for and potential implications of the research and engage in 
reflexive practices that scrutinise the way potential perspectival limitations and power 
imbalances can exercise influence on the equity and integrity of research projects and on the 
associated uncertainties, areas of ignorance, assumptions, framings, and questions.

– E ngage inclusively

• Open up such visions, impacts, and questioning to broader deliberation, dialogue, engagement, 
and debate in an inclusive way.

– Act responsibly and transparently

• Use these processes to influence the direction and trajectory of the research and innovation 
process itself. Produce research that is both scientifically and ethically justifiable. (EPSRC, 
2013, expanded) and provide transparent documentation, following best governance, self-
assessment, and reporting practices.
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Three building blocks of a responsible and trustworthy AI project lifecycle9
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SUM Values: Responding to the ethical concerns raised by real-world hazards and risks

10



INTERNAL. This information is accessible to ADB Management and Staff. It may be shared outside ADB with appropriate permission.

SSAFE-D Principles: Operationalising top-level normative goals
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12Process Based Governance (PBG) Framework: Evidencing and 
documenting necessary governance actions
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Programme 
Roadmap
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Scan for more 
information:
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Guidance Briefs:



The Alan Turing Institute

15

– Project team: David Leslie, Ann Borda, Antonella Maia Perini, Smera 

Jayadeva

Previous contributors: Cami Rincon, Morgan Briggs

– Graphics: Conor Rigby
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