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Il Content

« Targeting in social protection
» The potential of different types
of data: .
* Remote sensing 'ﬂ"ﬂ‘{‘;\
« The data exhaust
* Online data

» Citizen-reported data

« Opportunities and challenges
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Il Targeting in social protection

“Targeting is the
process by which
individuals or
groups are
identified and
selected (...),

New data and new analytical methods, in .
the context of responses to shocks based on their

needs and

vulnerability”

(Source: Smith et al 2017)
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Il Remote sensing

« Remote sensing data includes data from
planes, drones, and other flying objects.

 In 2020, about 2,700 functional satellites
in orbit. By 2028, over 10,000.

« Some shocks can be ‘observed’ from
space, e.g. droughts, floods, conflicts,
and can be linked to populations.

» This can inform geographic or
household (dwelling)-level targeting.

« Often combined with other geospatial
data in machine learning algorithms.
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RescueNet: Joint Building Segmentation and
Damage Assessment from Satellite Imagery
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University of Central Florida
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Abstract—Accurate and ﬂnv:-gralned information about the
extent of d. to b I for directing Human-
itarian Aid and Disaster Respnnse (HADR) operations in the
immediate aftermath of any natural calamity. In recent years,
satellite and UAV (drone) imagery has been used for this pur-
pose, i aided by ¢ vision Jlgorilhm Existing
Computer Vision apprmchec for building
typically rely on a two stage approach, consisting of building
detection using an object detection model, followed by damage
assessment through classification of the detected building tiles.
These multi-stage hods are not end-t d tr ble, and
suffer from poor overall n-sul(s. We propose RescueNet, a unified
model that can buildi: and assess the
damage levels to individual bnlldlnws and can be trained end-to-
end. In order to to model the composite nature of this problem, we
propose a novel localization aware loss function, which consists
of a Binary Cross Entropy loss for building segmentation, and
a foreground only selective Categorical Cross-Entropy loss for
damage classification, and show significant improvement over the
widely used Cross-Entropy loss. RescueNet is tested on the large
scale and diverse xBD dataset and achieves significantly better

jon and d classification performance
than previous methods and achieves generalization across varied
geographical regions and disaster types.

I. INTRODUCTION

In the wake of natural disasters, resources available to first
responders are scarce, and efficient planning and allocation
of aid and rescue cfforts can help save thousands of lives.
Traditionally, response planning has been based on reports and
estimates based on ground based assessments. Ground based
assessments are risky and potentially impossible to obtain,
hence, more recently aerial and satellite imagery has been
used for these assessments [2]. While analysis of satellite
and acrial imagery by experts is uscful for rapid response
operations, it still results in time lags that could otherwise be
spent on rescue operations, as even large teams can take weeks
to completely map out disaster affected areas [3]. Automated
methods for analyzing acrial and satellite imagery have been
developed, including those relying on handcrafted rules for
identifying damaged buildings from LiDAR point clouds [4],
segmenting the perimeter of forest fires using deep leaming
5], detecting flooded regions [6], detecting collapsed, and
damaged buildings using Convolutional Neural Networks [7]
[8] and detecting damaged buildings using object detectors [9].

In this paper, we focus on assessing damage levels for
buildings, which is relevant to all types of natural disasters,
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(a) Pre-Disaster (b) Posl-Disaster

(c) Ground Truth

(d) Prediction (Ours)

Fig. 1. Samples from the xBD dataset [1] for building damage assessment. (a)
and (b) respectively show Pre and Post Disaster images. (c) and shows ground
truth and prediction from proposed method. Red labels represent completely
damaged buildings, and Green labels represent undamaged buildings. Inter-
mediate damage levels are represented by pink (major damage) and orange
(minor damage).

and can have a significant impact on the efficacy of search
and rescue operations in their aftermath. State of the art
methods for detecting damaged buildings [10] [1] rely on a
two stage pipeline, where buildings are detected in the pre-
disaster imagery in the first stage, and then detected building
are classified into different damage levels by comparing pre
and post disaster imagery in the second stage. These multi-
stage methods are not end-to-end trainable, and suffer from
poor overall results. In contrast, we propose RescueNet, which
is an end-to-end trainable, unified model to segment buildings
and classify their damage levels in one go. We employ a
pixel-level segmentation based approach, and use multi-scale,
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Machinelearning and phone datacan
improve targeting of humanitarianaid

Il The data exhaust
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Emily Aiken'*, Suzanne Bellue?, Dean Karlan®, Chris Udry* & Joshua E. Blumenstock'*™

The COVID-19 pandemic has devastated many low- and middle-income countries,
causing widespread food insecurity and asharp declinein living standards'. In
response to this crisis, governments and humanitarian organizations worldwide have
distributed social assistance to more than 1.5 billion people?. Targeting is a central
challenge in administering these programmes: it remains a difficult task to rapidly
identify those with the greatest need given available data**. Here we show that data
from mobile phone networks can improve the targeting of humanitarian assistance.
Ourapproach uses traditional survey data to train machine-learning algorithms to
recognize patterns of poverty in mobile phone data; the trained algorithms can then

Our World

Open access

® Check for updates

Adoptio in Data

« Data that are produced as a by-product of
people’s interactions with digital services in

“Changec

« Mobile usage, transactions, credit, airtime, often
combined with machine learning, can help to
infer wealth and poverty status.

« Individual user-level data has the potential to
improve individual-level targeting.
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2020, providing more than US$800 billion in cash transfer payments
to over 1.5 billion people (roughly one fifth of the world’s population).

The overwhelming majority of COVID-19 response efforts—and
the majority of cash transfer programmes globally—provide targeted
social assistance™*. In other words, specific criteria—typically a proxy
for socioeconomic status—are used to determine potential eligibility.
Inmost wealthy nations, governmentsrely on recent household income
data to determine programme eligibility®. However, in low- and lower
middle-income countries (LMICs), where economic activityis ofteninfor-
mal and based on home-produced agriculture, governments typically
do not observe income for the vast majority of the population’. Other
potential sources of targeting data are oftenincomplete or out of date™;
forexample, only half of the poorest countries have completed a census

Discussion, section 1 for asummary of previous work.

Humanitarian response to COVID-19 in Togo
Our results are based on the design and evaluation of Novissi, a flagship
ysocial assistance p carried outin Togo. The Govern-
mentof Togo launched Novissiin April 2020, shortly after the first cases of
COVID-19 appeared inthe country. As economic lockdown orders forced
many Togolese to stop working and led to widespread food insecurity
(Supplementary Fig. 1), Novissi aimed to provide subsistence cash relief
tothose mostaffected (see https:/novissi.gouv.tg/). Eligible beneficiaries
received bi-weekly payments of roughly US$10. In an effort to minimize
in-personcontact, Novissi enrolmentand payments wereimplemented
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ons
h e d 'I I' 100 prioritize aid to the poorest mobile subscribers. We evaluate this approach by studying
t el r al y |Ves. aflagship emergency cash transfer programin Togo, which used these algorithms to
disburse millions of US dollars worth of COVID-19 relief aid. Our analysis compares
outcomes—including exclusion errors, total social welfare and measures of fairness
M M under different targeting regimes. Relative to the geographic targeting options
* Mobile ph tph bil
0 I e ones, Smar ones, mo I e mone ’ 80 considered by the Government of Togo, the machine-learning approach reduces errors
of exclusion by 4-21%. Relative to methods requiring acomprehensive social registry (a
o L .o L
hypothetical exercise; no such registry exists in Togo), the machine-learning approach
a I rt I m e, c red It tra n s aCtI o n s . increases exclusion errors by 9-35%. These results highlight the potential for new data
sources to complement traditional methods for targeting humanitarian assistance,
60 particularly in crisis settings in which traditional data are missing or out of date.
° .
* Locat d t of lat d
ocation ana movement o1 populations aroun
The COVID-19 pandemic has led to a sharp decline in living standards  inthe past10 years®. Insuch contexts, datagaps preclude governments
. across the world, as policies designed to stop the spread of the disease  fromimplementing well-targeted social assistance programmes**,
S h O C kS C a n b e tra C ke d to h e | p g e O g ra p h I C 40 have disrupted normal economic activity. Economically vulnerable Here we develop, implement and evaluate an approach to target-
) households inlow- and middle-income countries have beenamongthe  ing social assistance based on machine-learning algorithms and
. hardest hit, with more than 100 million individuals estimatedtohave  non-traditional ‘big data’ from satellites and mobile phone networks.
‘t a r e‘t I n transitioned into extreme poverty since the onset of the pandemic®.  This approach leverages recent advances in machine learning that
. To offset the most severe consequences of this sudden declinein  show that such data can help accurately estimate the wealth of small
income, governmentsand h itarian organi. aroundtheworld geographic regions” ** and individual mobile subscribers” **. It also
20 have mobilized relief efforts. Ithas been estimated thatmorethan 3,300  builds on a rich economics literature on the design of appropriate
new social assistance programmes have been launched? since early mechanisms for targeting social assistance*** **, See Supplementary
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Maas et al. Facebook Disaster Maps

Facebook Disaster Maps: Aggregate

o n I i n e d a ta Insights for Crisis Response &

Recovery

Sl £ Paige Maas Shankar Iyer A
. . . o>Nare o Facebook Facebook
- Data shared online purposefully: social iternetusers praase@fb.com shankar94@b.com MRk

media, online articles, Wikipedia. O~ counts Andreas Gros Wonhee Park

Facebook Facebook

100% andreasg @fb.com wonheepark@fb.com

» Less explored than previous data sources Laura McGorman Chaya Nayak
Facebook Facebook

in the context of targeting and social 80% Imegorman@fb.com cnayak @fb.con

‘aribbean
P. Alex Dow .

protection. Flcehick

60% adow @fb.com
L3 L] .
« High-resolution poverty maps use social ResTRACT
40% After a natural disaster or other crisis, humanitarian organizations need to know where affected people are located

m e d i a d a‘t a a S O n e i n u't a n d C a n i n fo rm 7 and what resources they need. While this information is difficult to capture quickly through conventional methods,
aggregate usage patterns of social media apps like Facebook can help fill these information gaps.
In this paper, we describe the data and methodology that power Facebook Disaster Maps. These maps utilize

. o
g eo g ra p h I C a I ta rg et I n g information about Facebook usage in arcas impacted by natural hazards, producing aggregate pictures of how the
. ,

o/ : &
20% population is affected by and responding to the hazard. The maps include insights into evacuations, cell network
connectivity, access to electricity, and long-term displacement.

H H H M M M In addition to descriptions and examples of cach map type, we describe the source data used to generate the maps,
i Locatlon a n d m Ob I I Ity trac kl n g V I a S O C I a I and efforts taken to ensure the security and privacy of Facebook users. We also describe limitations of the current

0% =—— methodologies and opportunities for improvement.
7

media can help inform programme design. 1990 i

crisis mapping, crisis informatics, GIS, social media

« As before, analytical data science

. As social media and messaging apps continue to be important communication tools in people’s everyday lives, they

tec h n I u e S a re Ofte n d e I O ed have also come to play an important role in how people prepare for, respond to, and recover from disasters (Palen
q p y . and Anderson 2016; Castillo 2016). They are used by people affected by a crisis event, people responding to it, and

people following and observing the event from afar (Olteanu et al. 2015). They can be used for individual and mass

communication, information secking, and gaining situational awareness. A significant body of research in crisis

informatics has focused on studying these behaviors, and on developing techniques and tools for harnessing social
media and other data sources for improved crisis response.
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Il Citizen-reported data

 Citizen-reported data, sometimes
referred to as crowd-sourced data,
that are purposefully submitted by

citizens.

 Relatively well-established for

mapping in crisis zones.

« Fewer use cases in poverty or social

protection related mapping.

 Potential for feedback mechanisms

and citizen agency.

22 March 2023
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Crowdsourced mapping in crisis zones:
collaboration, organisation and impact
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Introduction adopted, nor the organisational strategies required to fa-

The concept of crowdsourced crisis mapping is perhaps
best defined as the provision of services by an inter-
national and/or online community, who gather, analyse
and map critical information related to disaster-affected
populations. Online digital responders often work as
part of Volunteer and Technical Communities (V&TCs)
which offer free, technical services during, and outside
of, humanitarian activations (Capelo et al. 2012). While
there have been several explorations of crowdsourced
mapping (Walker and Rinner 2013; Meek et al. 2014)
and digital humanitarianism (Burns 2015; Meier 2015),
this paper considers the current landscape of crowd-
sourced crisis mapping and the relationship between
V&TCs and formal humanitarian organisations. With
crowdsourced crisis mapping becoming an ever more
prevalent feature of emergency humanitarian response,
the need for further research in this field is imperative.
Thus far, existing literature has predominantly discussed
the technology driving response mechanisms (Meek et
al. 2014), with little detail on how technology has been

2019 Open Access

@ Springer Open

cilitate this. This paper focuses on the organisational na-
ture of these projects, with attention paid to the
collaboration between the technical and humanitarian
fields, and the changing personal and organisational
identities brought about by this global response
mechanism.

This paper draws upon a series of high-level interviews
to construct a broad impression of how these technolo-
gies, and their networks, have been mobilised across
6 years of crisis intervention (2010-2016). This approach
seeks to understand the organisational structures re-
quired to effectively implement crowdsourced crisis
mapping and highlight past points of failure. This re-
search is predicated on two hypotheses, that (i) the con-
text of crisis plays a more significant role than that
assigned to it by VETCs and that (ii) the current level of
collaboration across organisations remains inconsistent
and inadequate due to poor preparedness strategies for
analysing and utilising crowdsourced data. The paper,
firstly, provides context to the emerging field of crisis
mapping, before examining existing literature. The
methodology is then introduced in more depth, before



Opportunities and challenges

« Many applications are still in ‘pilot’ or
‘test’ stage.

* No single method offers the ‘perfect’
technology for targeting.

Geographical Community-

» Potential derives from combinations of a |F¥FsiaE - based
variety of data sources and combining

: : : * Remote * Phone-level « Community or
different targeting mechanisms. sensing data exhaust citizen
«  This means they should be complements * Mobile phone crowdsourced
- location feedback
to each other and to traditional . Social media
approaches. - J N\ Y,

« Challenges abound: privacy, data
ownership, exclusion of most vulnerable,
black box Al, cost, capacity....
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